
SUPPLEMENTARY MATERIAL

A. Contributions by Person

Chan Kim co-led the project, designed and integrated the
proposed system, led the real-world experiments, and wrote
the paper.
Keonwoo Kim served as the project manager, designed the
proposed system, implemented the E2Map update pipeline,
led the simulation experiments, and contributed to writing
the paper.
Mintaek Oh implemented a path planning and control
algorithm, set up the experimental environment for both
simulated and real-world experiments, and supported the
real-world experiments.
Hanbi Baek implemented the goal selector, event descrip-
tor, and emotion evaluator, and designed the corresponding
prompts.
Jiyang Lee designed and equipped a real quadruped robot
with sensors and a computing unit, and implemented a low-
level control algorithm for the robot’s operation.
Donghwi Jung implemented a LiDAR-based localization
and mapping system for real-world experiments.
Soojin Woo implemented a LiDAR-based localization and
mapping system for real-world experiments.
Younkyung Woo created the 3D model of the real-world
environment for the Gazebo simulation.
John Tucker contributed to the discussions on affordance in
the framework proposed in this study.
Roya Firoozi provided detailed feedback and contributed
discussions and ideas related to affordance in the writing of
this paper.
Seung-Woo Seo advised on the project and helped guide the
research direction.
Mac Schwager discussed the idea of language-based robot
control and planning as a joint research topic during S. Kim’s
visit to his lab and provided valuable feedback, as well as
opportunities for discussions between the two labs of Seoul
National University and Stanford.
Seong-Woo Kim came up with the basic idea for this paper
while staying at Schwager’s Lab at Stanford. As the principal
investigator, he organized and launched the research team and
named the project “E2Map.” The connection between the
two different modalities, language and space, was inspired
by Damasio’s book [10], which suggests that emotions
encompass the spatial concept of homeostasis.

B. Goal Selector

The goal selector is an LLM that translates free-form
language instructions into code, using goal selection APIs
to identify goal locations. We use Llama3 [30] for the goal
selector. The list of goal selection APIs is provided in Table
IV. These APIs localize objects by calculating the similarity
between visual-language features from Mlang and the text
embeddings of the object, similar to the approach in [9].

First, a pre-trained CLIP text encoder converts the text
of the object lobj and a neutral word lneu (e.g., “other”)
into vector embeddings eobj and eneu, respectively, where

Fig. 8. The qualitative results of object grounding in the experimental
environment.

TABLE IV
GOAL SELECTION APIS AND THEIR FUNCTIONS.

APIs Functions

go to(lobj ) Return the position of the nearest grid cell
corresponding to the given object.

go left of(lobj ) Return the position of the leftmost grid cell
corresponding to the given object.

go right of(lobj ) Return the position of the rightmost grid cell
corresponding to the given object.

go top of(lobj ) Return the position of the uppermost grid cell
corresponding to the given object.

go bottom of(lobj ) Return the position of the bottommost grid cell
corresponding to the given object.

go between(lobj1, lobj2) Return the position of the grid cell located
between the two given objects.

eobj , eneu ∈ RClang . The visual-language feature map
Mlang ∈ RH̄×W̄×Clang is then flattened into a matrix Q ∈
RH̄W̄×Clang , and similarity S = Q·[eobj , eneu]⊺ ∈ RH̄W̄×2

is computed. By applying the argmax operator along the row
axis of S and reshaping the result to dimensions H̄×W̄ , the
grid cells corresponding to the given object can be identified.
The qualitative result of object grounding in our environment
is shown in Fig. 8.

To remove outliers, we first clustered the grid cells cor-
responding to the given object using the method described
in [41] and then calculated the average similarity score for
the grid cells in each cluster. If the number of grid cells in
a cluster or the average similarity score is below a specified
threshold, the cluster is considered an outlier. After rejecting
outliers, we selected the cluster with the highest average
similarity score as the object of interest. Finally, considering
the spatial information in the language instruction, it selects
the grid cell around the object as the goal.

C. Experimental Details

1) Baselines: As outlined in the original paper, we com-
pared our method to state-of-the-art baselines in open-
vocabulary object navigation [9], [23]. To isolate the effect
of spatial representation on navigation performance, we used
the same navigation system for both our method and the
baselines. For LM-Nav [23], we utilized its topological graph
and language querying system for goal localization. For
VLMap [9], we applied our goal selector for goal localiza-
tion. Once the goal was determined, we generated an obstacle



(a) Obstacle map (b) E2Map

Fig. 9. Obstacle Map vs. E2Map: The obstacle map used in VLMap is a
discrete binary map that does not reflect the agent’s experience. In contrast,
E2Map is a continuous cost map based on emotion, modeled as a weighted
sum of multivariate Gaussian distributions. This allows E2Map to be updated
based on the agent’s experience by adjusting the emotion parameters.

Fig. 10. The quadruped robot used in the experiments.

map for robot navigation using the method described in [9].
Specifically, we first defined a list of potential obstacles and
performed object grounding by comparing the text of the
obstacle list with the visual-language feature map Mlang.
After that, we set the grid cells to one if they corresponded to
obstacles and to zero otherwise, thereby creating the obstacle
map as shown in Fig. 9-(a). Finally, for both LM-Nav and
VLMap, the navigation system generated a path to the goal
while avoiding obstacles indicated on the obstacle map.

2) Full List of Language Instructions: The complete set
of language instructions used in our experiments is detailed
in Table V. As outlined in the original paper, the language
instructions referenced up to four objects. Note that, to ensure
that the robot navigates to the area behind the wall in the
human-wall scenario, the final object in the instruction is the
picture positioned behind the walls.

3) Hardware Setup: For both simulation and real-world
experiments, we used a Unitree Go1 quadruped robot. In
the simulation, we utilized ground truth pose data, while in
the real world, we estimated the robot’s pose using LiDAR-
based localization [38]. The real-world robot is equipped

with an Intel RealSense L515 RGB-D camera, a Velodyne
VLP-16 3D LiDAR, and an Intel NUC 13 with i7 CPU
for computation (Fig. 10). For real-world experiments, the
navigation algorithm shown in Fig. 2-(c) runs on the Intel
NUC, while all other algorithms are executed on a server
with four RTX-4090 GPUs. The Intel NUC and the server
communicate remotely via Wi-Fi.

D. Full Prompts

We include all the prompts used for our system in Fig.
11–15.

• Goal selector: Fig. 12
• Event descriptor: Fig. 13
• Emotion evaluator: Fig. 14–15
For both the event descriptor and emotion evaluator, we

used the same system prompt (Fig. 11) to provide them with
a consistent identity.

E. Qualitative Results of Event Descriptor and Emotion
Evaluator

We provide the qualitative results of the event descriptor
and emotion evaluator, along with corresponding images, for
events occurring in each scenario of the experiments in Fig.
16–24.

• danger sign: Fig. 16–18
• human-wall: Fig. 19–21
• dynamic door: Fig. 22–24

F. Evaluating Positive Emotions

Although our experiments did not address events related
to positive emotions, our method is not limited to negative
emotions and can also handle positive emotions through
appropriate prompting. To demonstrate this capability, we
prompted the emotion evaluator with emotionally positive
situations. Fig. 25 shows the prompt used for the emotion
evaluator, and the same system prompt (Fig. 11) was used
to maintain a consistent identity. The qualitative results
of the event descriptor and emotion evaluator, along with
the corresponding image, are presented in Fig. 26–28. We
provided the event descriptor with an image featuring a sofa,
symbolizing a place of relaxation. As shown in Fig. 28, the
emotion evaluator rated this image as positive, associating
it with comfort and relaxation. These results confirm that
our method can address both negative and positive emotions
through appropriate prompting.



TABLE V
LIST OF LANGUAGE INSTRUCTIONS AND OUTCOMES BY SCENARIO

Scenario Language Instructions
Success

LM-Nav VLMap E2Map

danger
sign

Move to the picture. X X X

Head to the bottom side of the chair. O X O

First, reach the picture and stop at the bottom side of the microwave. X X O

Go to the bottom side of the chair and finish your move at the picture. X X O

Move toward the picture and go straight to the bottom side of the chair. X X O

Move past to the right side of the chair, then continue to the door. X X O

First, go straight to the picture, head to the microwave, then finally proceed to the table. X X O

Go to the bottom side of the chair, then make your way to the picture, and finally stop at the bottom of the microwave. X X O

Go to the right side of the chair, move to the table, then head to the microwave and finally reach the door. X X O

Move to the bottom side of the chair, head to the table, go by the door, and finish at the microwave. X X O

human
-wall

Go straight to the picture. X X X

Reach the picture. X X O

Move to the table, and finish at the picture. X X O

Head between the shelving and refrigerator, and end at the picture. X X O

Head toward the refrigerator, and finally stop at the picture. X X O

First, go in front of the microwave, move to the top of the refrigerator, and end your trajectory at the picture. X X O

Head to the bottom of the shelving, walk to the table, and finish your move in front of the picture. X X O

Move between the table and microwave, pass to the refrigerator, and head straight to the picture. X X O

Pass to the rightside of the table, go to the microwave, move between the table and refrigerator, and reach the picture. X X O

Walk to the bottom side of the shelving, go to the table, then move to the refrigerator, and finish at the picture. X X O

dynamic
door

Head to the table. O X X

Walk to the microwave. X X O

Move to the refrigerator, and move to the bottom of chair. X X O

Go to the chair, then take a step toward the table. X X O

Make your way to the microwave, and stop at the TV monitor. X X O

Move to the microwave, pass the picture, and finally stop at the bottom of the chair. X X O

Take a step toward the picture, move to the refrigerator, and reach the chair. X X O

Walk to the chair, go to the microwave, and stop at the refrigerator. X X O

Make your way to the microwave, pass the picture, and arrive between the chair and the refrigerator. X X O

Head to the picture, stop at the table, go to the refrigerator, and reach to the rightside of the chair. X X O



Fig. 11. System prompt used for both the event descriptor and the emotion evaluator.



Fig. 12. Prompt for the goal selector.



Fig. 13. Prompt for the event descriptor.

Fig. 14. Prompt for the emotion evaluator (1/2).



Fig. 15. Prompt for the emotion evaluator (2/2).



(a) Itevt−h (b) Itevt (c) Itevt+h

Fig. 16. Event images of the danger sign scenario.

Fig. 17. Qualitative results of the event descriptor in the danger sign scenario.

Fig. 18. Qualitative results of the emotion evaluator in the danger sign scenario.



(a) Itevt−h (b) Itevt (c) Itevt+h

Fig. 19. Event images of the human-wall scenario.

Fig. 20. Qualitative results of the event descriptor in the human-wall scenario.

Fig. 21. Qualitative results of the emotion evaluator in the human-wall scenario.



(a) Itevt−h (b) Itevt (c) Itevt+h

Fig. 22. Event images of the dynamic door scenario.

Fig. 23. Qualitative results of the event descriptor in the dynamic door scenario.

Fig. 24. Qualitative results of the emotion evaluator in the dynamic door scenario.



Fig. 25. Prompt for the emotion evaluator to assess positive emotions.



Fig. 26. Image provided to the event descriptor for evaluating positive emotion.

Fig. 27. Qualitative results of the event descriptor in the positive scenario.

Fig. 28. Qualitative results of the emotion evaluator in the positive scenario.
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